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Semiparametric inference for nonignorable missing data by
catching covariate marginal information
XE# (ERIFPEKE)

Abstract: Nonignorable missing data problems are challenging because of the

parameter identifiability issue. Existing approaches to nonignorable missing data with
possibly missing responses usually fail to or do not make full use of covariate
marginal information and hence may suffer from efficiency loss. In addition to a
logistic propensity score model, we assume a semiparametric proportional likelihood
ratio model (SPLRM) for the completely observed data, which is as weak as possible.
We find that the model parameters are identifiable in most cases and no instrument or
shadow variable is needed. In the only exception where the SPLRM is a normal
model, we conduct a sensitivity analysis by making full use of the marginal covariate
marginal information. In the rest cases, we estimate the parameters in the SPLRM by
their ~maximum likelihood estimators (MLEs), and then use the
density-ratio-model-based empirical likelihood to catch the covariate distribution
information and to estimate all the rest parameters. We show that the MLE for the
target parameter is asymptotically normal and semiparametric efficient. Our
numerical results indicate that compared with existing estimators, the proposed

estimator is more reliable and more robust to model misspecification.
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H SRR 4 T H AR B 5K SO AT RIS . AT (SRR Se i)
BT gwEE . ST (Statistical Theory and Related Fields) 3%

., LA (Journal of Applied Statistics) 4iZs.

Testing for structural change of predictive regression model
to threshold predictive regression model

RER (GHKXE)

Abstract: We investigate two test statistics for testing structural changes and
thresholds in predictive regression models. The generalized likelihood ratio (GLR)
test is proposed for the stationary predictor and the generalized F test is suggested for
the persistent predictor. Under the null hypothesis of no structural change and
threshold, it is shown that the GLR test statistic converges to a function of a centered
Gaussian process, and the generalized F test statistic converges to a function of
Brownian motions. A Bootstrap method is proposed to obtain the critical values of test
statistics. Simulation studies and a real example are given to assess the performances

of the proposed tests.
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Testing for serial correlation in predictive regression models

XhE (ITAMEXE)
Abstract: Testing for serial correlation is an important predefined step before
applying time series models, as it is closely related to the model diagnosis. Given that
many existing testing methods suffer from the problem of size distortion, we
investigate a profile empirical likelihood (PEL) ratio test for the well-known
predictive regression models. It turns out that the proposed testing statistic is
asymptotically chi-squared distributed regardless of whether the predictors are
stationary or nonstationary, and with or without an intercept. A comprehensive
simulation study, as well as a real data application, are also conducted to illustrate the

finite sample performance of the proposed statistic.

Wl AfA: XN, TSRS R, g, AT, BIBEK,
FEA RGOS Geit it R R RS ROV RS, SRR

(R ERFEECEY, CBUFFAR ), Journal of American Statistical Association,
Journal of Econometrics. Journal of Business & Economic Statistics.
Journal of Computational and Graphical Statistics. Journal of Statistical
Software. Statistica Sinica. OxfordBulletin of Economics and Statistics
J Annals of Tourism Research % [E A ZMNHFI I & 3R 5 FHAH R ARIE L 60 R -
Jola ERFLIAE BRI G HE G H , ARSI H , B X QAR ARSI |
HAEIUH i B3 H 25 10 RIE ERIH

Compression Schemes for Concept Classes Induced by
Discrete Markov Networks

FER (ARBTREKE)

Abstract: The Sample Compression Conjecture of is: Each concept class of

VC dimension d has a compression scheme of size d. Markov network is a kind
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of popular models for classification. For every concept class induced by a
discrete Markov network, we present a labeled sample compression scheme of
size equals its VC dimension d, that is, we provide a partial positive answer to

the Sample Compression Conjecture.

WwEANEI: RS, HZBE TR ELERRER, BLE T,
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TR, EEPCAESITIR R,

On Ordering Problems: A Statistical Approach
FREW JtREBIKRE

i %: Ordering problems have been found wide applications in many fields.

The goal is to find the optimal order. Each experimental run of an order
problem is a permutation of the m components. Since m! is typically large, it is
necessary to select a subset of those m! sequences. The existing selecting
methods are based on some parametric models; however, it is difficult to
determine a good approximate model of a ordering problem before collecting
the experimental data. With this in mind, this paper proposes a method to
choose the subset for searching the optimal order without assuming any
pre-specified model. The proposed method attempts to explore the inherent
characteristics of the possible orders by using the distance among the positions

of the components. The systematic construction method is proposed to select
8



the subset with a flexible run sizes, and their optimality is also shown.
Comparing with the existing model-based methods, the proposed method is

more appropriate when the model choice is not clear a priori.

WA NN R AE TR RIT AL, HER M L5, 2020 4F
F R IR Get RG240, 2009 4F, 2016 440 HIFE = MR IR A
A o B S S5 U 1) M N 2K 5 i YK 5 o BT S % R e 4l e 15 it
wnr S tEENLRR, FTEETESE 4SS . fE European Journal of
Operational Research. Technometrics. Statistica Sinica. Information Sciences.

Computers & Industrial Engineering 2 [E Py #M AT & 18 C 10 25

Estimating spot volatility under infinite variation jumps

with dependent market microstructure noise
X5a (EEWMEXEFE)

i % Jumps and market microstructure noise are stylized features of

high-frequency financial data. It is well known that they introduce bias in the
estimation of volatility (including integrated and spot volatilities) of assets, and
many methods have been proposed to deal with this problem. When the jumps
are intensive with infinite variation, the efficient estimation of spot volatility
under serially dependent noise is not available and is thus in need. For this
purpose, we propose a novel estimator of spot volatility with a hybrid use of
the pre-averaging technique and the empirical characteristic function. Under
mild assumptions, the results of consistency and asymptotic normality of our
estimator are established. Furthermore, we show that our estimator achieves an
almost efficient convergence rate with optimal variance when the jumps are
either less active or active with symmetric structure. Simulation studies verify

our theoretical conclusions. We apply our proposed estimator to empirical
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analyses, such as estimating the weekly volatility curve using

second-by-second transaction price data.

&AW R, T 2021 4F 7 AN BilE & K gi 5E A,
AR BN E AL . 2013 AR T 2 M K2 H 54028, 50T
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SRR, G > SR G Rl R o FFU R B RGRAE Statistics
and Computing, Electronic Journal of Statistics, Stochastic Processes and their
Applications, Journal of Financial Econometrics 2545 1+ flit =257 #AF) L.

2022 FE NIk FEETTIT A 11X .

Bayesian Transformation Model for Spatial Partly
Interval-censored Data

EREAtR (EEBIPIEKRE)
Abstract: The transformation model with partly interval-censored data offers a
highly flexible modeling framework that can simultaneously support multiple
common survival models and a wide variety of censored data types. However,
the real data may contain unexplained heterogeneity that cannot be entirely
explained by covariates and may be brought on by a variety of unmeasured
regional characteristics. Due to this, we introduce the conditionally
autoregressive prior into the transformation model with partly interval-censored
data and take the spatial frailty into account. An effective Markov chain Monte
Carlo method is used to deal with the posterior sampling and model inference.
The approach is simple to use and does not include any challenging Metropolis
steps owing to four-stage data augmentation. Through several simulations, the
suggested method's empirical performance is assessed and then used in a

leukemia study.
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Option Pricing under Sub-mixed Fractional Brownian
Motion Based on Time-varying Implied Volatility using

Intelligent Algorithms
HRE EHUEXE)

Abstract: First, establishing the loss function between the trading data and
modeled value, the implied volatility at different moments solved using the
global optimal double annealing algorithm was found to differ from the
generalized autoregressive conditional heteroskedasticity volatility and
historical volatility. Second, the implied volatility considering people’ s future
expectations of financial assets was predicted using the previously known
implied volatility via deep learning methods. The empirical results showed that
the implied volatilities predicted using the long short-term memory and
one-dimensional convolutional neural network methods performed well for
option pricing. Moreover, the fractal option-pricing models outperformed the
traditional Black-Scholes pricing model. Finally, based on the accumulated
local effect algorithm-which can quantify the impact analysis of different
volatilities on pricing models-it was found that the predicted implied volatility

using artificial intelligence algorithms was more relevant to the truth.

WwENET: RS, MNP E R RHE%, 1, 1976 4F 10 J HiA4,
A S, A EST R . 2011 AR B L T A R R F SR A 18
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Distributed estimation with empirical likelihood

XEE (ZMKZF

%2, With the development of science and technology, massive datasets stored

in multiple machines are increasingly prevalent. It is known that traditional
statistical methods may be infeasible for analyzing large datasets owing to
excessive computing time, memory limitations, communication costs, and
privacy concerns. This article develops divide-and-conquer empirical
likelihood (DEL) and divide-and-conquer exponentially tilted empirical
likelihood (DETEL) methods for the distributed computing setting. We
investigate the theoretical properties of the DEL and DETEL estimators. In
particular, we derive upper bounds for the mean squared errors of the DEL and
DETEL estimators, and, under some mild conditions, we prove the consistency
and the asymptotic normality of the proposed estimators. Simulation studies
and a real data analysis are carried out to demonstrate the finite-sample

performance of the proposed methods.

WwEANFS: KEE, 2R S G s i A, AR T
iRl RN S kS i e TP e e S A RV N = S R B o R )
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Patient-specific Warning of Epileptic Seizure upon Shapelets
Features
FNE, =ZMKE

Abstract: We propose a patient-specific epileptic seizure prediction method based on

Shapelets features. The Shapelets learning algorithm is used to fully extract the
distinguished EEG signal segments. Combined with machine learning and deep
learning algorithms, effective early warnings are generated timely. The EEG signal is
preprocessed to improve the signal-to-noise ratio. Then, the multi-channel Shapelets
feature space is constructed based on the channel selection and learning
near-to-optimal Shapelets algorithm. The original signal is converted into the
minimum distance feature matrix by projecting the preprocessed EEG signal into the
Shapelets space. The prediction is made using the Bi-directional Long Short-Term
Memory model, Convolutional Neural Network, Support Vector Machine based on a
multi-channel voting strategy, and their ensemble learning model. The proposed
method is applied to several cases of EEG records in the CHB-MIT scalp EEG dataset,
and the average sensitivity of the model is 91.33%, the false prediction rate is 0.16-1.
Compared with epilepsy seizure prediction methods based on EEG signal patterns
change, the proposed model is effective for epileptic seizure prediction.

Moreover, the Shapelets extracted from the EEG recordings of different patients
and channels are thoroughly analyzed based on the Functional Principal Component
Analysis(FPCA), uncovering the principal variation contained in the Shapelets
features. We provide a method for analyzing the manifestation of functional principal
components of Shapelets to examine the differences between preictal and interictal
states. This integrated analytic approach can be used as a supportive method in
clinical diagnosis.

wE NS FWF, MR S G B U A, AR
TR e (B, Bl T2 MR B 5 Gt 2. B
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